










Third Class with Coding!

















Second Ever Sections



Second Ever Sections







































































Joint Distributions

Go to this URL: https://goo.gl/Jh3Eu4



Joint Probability Table
Walk Bike Scooter Drive Marginal Year

Freshman 0.04 0.04 0.01 0.03 0.12
Sophomore 0.03 0.34 0.03 0.00 0.40

Junior 0.04 0.21 0.01 0.00 0.25
Senior 0.07 0.08 0.01 0.00 0.16
5+ 0.04 0.07 0.00 0.02 0.12

Marginal Mode 0.21 0.73 0.06 0.05
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Midterm (part 1)
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Midterm (part 2)



Midterm (part 3)









Enchanted Die

































Thompson Sampling



General “Inference”



General “Inference”



Nausea

Fever

Tired

Chest Pain

Flu

Cold Cancer Undergrad

Sore Throat

Lots of Random Vars?



Bayes Nets!



Alg #1: Joint Sampling

[Flu, Ugrad, Fever, Tired]

Each one of these is 
one posterior sample:



Each one of these is 
one joint sample:

[Flu, Undergrad, Fever, Tired]

MCMC is a way to sample 
with conditioned variables 

fixed

Alg #2: MCMC

















Do it in Section!























Proximal Concepts



• Say X is a non-negative random variable

• Proof:
§ I = 1 if X ≥ a, 0 otherwise
§

§ Taking expectations:
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Bounds: Markov’s Inequality

0



• Statistics from CS109 midterm

§ X = midterm score

§ Using sample mean X = 102.0 » E[X]

§ What is P(X ≥ 110)?

§ Markov bound: £ 93% of class scored 110 or greater

§ In fact, 15.1% of class scored 110 or greater

o Markov inequality can be a very loose bound

o But, it made no assumption at all about form of distribution!

Markov and the Midterm



Learn Bayes Nets Params?

* That is what we did with Naïve Bayes



Learn Bayes Nets Structure?

* That is what we did with Ebola Bats!



Missing Data?

* Scratched the surface in section



Temporal Patterns?

…

* Special type of Bayesian Network
called a Markov Network





Ethics and Datasets?

Google/Nikon/HP had biased datasets

Sometimes machine learning feels universally unbiased.

We can even call some estimators “unbiased”





Much more to Ethics + AI



Open Problems









Transfer Learning



Neural Network Structure?



Neural Turing Machines





Sampling + Deep Learning!







Climate Change?



Climate Change?



Honorable Mentions
Differential Privacy

Fairness and AI
General AI

Better Optimization
DeepLearning + X
Self Driving Cars

Understanding Video









Why Study Probability + CS?



Interdisciplinary



Closest Thing To Magic



Now is the Time



Code.org

Oh and Its Useful



Everyone is Welcome



I guarantee the techniques will 
change…



You are close to the edge of human 
knowledge

(all of you)



The End


